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DATA DISTRIBUTION 
 

Data Distribution 

The distribution of a statistical data set (or a population) is a listing or function 

showing all the possible values (or intervals) of the data and how often they 

occur. 

A. Probability Distribution: It is a listing of the probabilities of all the possible 

outcomes that could occur if the experiment was done. 

It can be described as: 

A diagram (Probability Tree) 

A table 

 

B. Frequency Distribution: It is a listing of observed /actual frequencies of all the 

outcomes of an experiment that actually occurred when experiment was done. 

 

A. PROBABILITY DISTRIBUTION 

• Discrete Distribution: Random Variable can take only limited number of 

values. Ex: No. of heads in two tosses. 

• Continuous Distribution: Random Variable can take any value. Ex: Height of 

students in the class. 

 

❑ Normal Distribution 

• Developed by eighteenth century mathematician — astronomer Karl Gauss, so 

also called Gaussian Distribution. 

• It is a continuous PD i.e. random variable can take on any value within a given 

range. Ex: Height, Weight, Marks etc. 

• Data is symmetrically distributed on both sides of mean and form a bell-shaped 

curve in frequency distribution plot 

• Since it is symmetrical, its mean, median and mode all coincides i.e. all three are 

same. 

• The tails are asymptotic to horizontal axis i.e. curve goes to infinity without 

touching horizontal axis. 

Properties of Normal Distributions 

• The mean. median. and Mode are equal. 

• The normal Curve is and symmetric about the mean. 

• Bell shaped curve with a single peak 

•  The total area under the curve is 1.  

• Exactly half of the values are to the left of the center and the other half to the 

right. 

• 68% of the observations fall within 1 standard deviation of the mean 

• 95% of the observations fall within 2 standard deviations of the mean 

• 99.7% of the observations fall within 3 standard deviations of the mean 

• for a normal distribution, almost all values lie within 3 standard deviations of 

the mean 
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To draw a normal distribution, you need to know: 

1. The average measurement. This tells you where the Center of the curve goes. 

2. The standard deviation of the measurements, this tells you how wide the curve 

should be. And the width of the curve determines how tall it is. The wider the 

curve, the shorter. The narrower the curve. the taller. 

3. Denser in the centre, less dense at the sides (tails), 

4. It has two parameters: the mean and the standard deviation 
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Non-Gaussian (Non-Normal) distribution 
• If the data is skewed on one side, then the distribution is non-normal. 

• It may be 

1. Binominal distribution or 

2. Poisson distribution 

 

❑ Binominal Distribution 
• The binomial distribution is a common discrete distribution used in statistics, as 

opposed to a continuous distribution, such as the normal distribution. 

• It was discovered by mathematician James bernouli 

• It is the discrete Probability Distribution. 

•  In binominal distribution, The random experiment has only two possible 

outcomes 'success' and 'failure’. i.e. event can have only one of two possible 

outcomes such as yes/no, positive/negative, survival/death, and smokers/non- 

smokers. 

 

Success and Failure 

• Consider an event associated to a random experiment. When a random 

experiment repeated a number of times, the event may or may not occur in each 

of those experiments. 

• The occurrence of event  may be named success and non-occurrence a 'failure'. 

• Eg: in tossing a coin, there are 2 events, 'Head' and 'Tail'. One of them is a success 

and other is a failure. 

• Consider an experiment which gives two possible outcomes success failure. 

• This experiment is repeated n independent times. 

• Let P be the probability of success and q be the probability of failure. 

• The probability of success (or failure) lies between o and 1. 

• Let us assume that x outcomes are success and the remaining n-x outcomes are 

failures. 
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•   
 

• The probability of this event is Pxqn-x  out of n trials. 

• The x success can happen in any one of nCx different ways. 

• Therefore, the probability of getting x success in n trials is 

                  

 
Qustion… 

 
 

❑ Poisson Distribution 
• Named after French mathematician Simeon Denis Poisson. 

• It gives us the probability of a given number of events happening in a fixed 

interval of time. 

• The Poisson distribution is a discrete function, meaning that the event can only 

be measured as occurring or not as occurring, meaning the variable can only be 

measured in whole numbers. 

• A poisson distribution is a measure of how many limes an event is likely to occur 

within "X" period of time. 

 

What /s Poisson Distribution? 

Poisson distribution is a limiting form of the binomial distribution in which n, the 

number of trials, becomes very large & p, the probability of success of the event is very 

very small. 

Why we need Poisson Distribution 
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Poisson distribution used in cases where the chance of any individual event being a 

success is very small. The distribution is used to describe the behaviour of rare events. 

Examples; 

• The number of defective screws per box of 5000 screws. 

• The number of printing mistakes in each page of the first pro book. 

• The number of air accidents in India in one year. 

• Occurrence of number of scratches on a sheet of glass 

 

Use of Poisson Distribution in Pharmaceutical 

• Control limits for numbers of tablets rejected from an online Metal Detector 

during tablet compression cycle. 

• Microbial counts in raw materials, products, and water for pharmaceutical use. 

• Control limits for numbers of containers rejected from visual inspection of sterile 

production batches. 

• Alert limits for microbial levels in cleanroom environment. 

• Release limits for microbial counts in nonsterile products. 

 

Condition Under Which Poisson Distribution is Used 

• The random variable X should be discrete. 

• A dichotomy exists i.e. happening of the event must be of two 

• alternatives such as success & failure. 

• Applicable is those cases where the number of trials n is very large and the 

probability of success p is very small but the mean np =is finite. 

• Statistical independence is assumed. 

 

Characteristics of Poisson Distribution 

• Poisson Distribution is a discrete distribution. 

• It depends mainly on the value of the mean m. 

• This distribution is positively skewed to the left. With the increase in the value 

of the mean m, the distribution shift to the right and the skewness diminished 

• if n is large & p is small, this distribution gives a close approximation to binomial 

distribution. Since the arithmetic mean of Poisson is same as that Binomial.  

• Poisson distribution has only one parameter i.e. m, the arithmetic mean. Thus the 

entire distribution can be determined once the arithmetic mean is known 

•  
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